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Abstract—The coming exascale era is a great opportunity for high performance computing (HPC) applications. However, high failure rates on these systems will hazard the successful completion of their execution. Bit-flip errors in dynamic random access memory (DRAM) account for a noticeable share of the failures in supercomputers. Hardware mechanisms, such as error correcting code (ECC), can detect and correct single-bit errors and can detect some multi-bit errors while others can go undiscovered. Unfortunately, detected multi-bit errors will most of the time force the termination of the application and lead to a global restart. Thus, other strategies at the software level are needed to tolerate these type of faults more efficiently and to avoid a global restart. In this work, we extend the FTI checkpointing library to facilitate the implementation of custom recovery strategies for MPI applications, minimizing the overhead introduced when coping with soft errors. The new functionalities are evaluated by implementing local forward recovery on three HPC benchmarks with different reliability requirements. Our results demonstrate a reduction on the recovery times by up to 14%.

Index Terms—Fault Tolerance, Checkpoint/Restart, ABFT.

I. INTRODUCTION

Exascale offers great opportunities for HPC applications. Even though failures may be handled by resiliency techniques, they entail extended execution times, for instance due to a restart of the application. While the mean time to failure (MTTF) of one compute node could be in the order of a century, a machine with 100 000 nodes will statistically encounter a failure every 9 hours; furthermore, a machine consisting of 1 000 000 of those nodes will be hit by a failure every 53 minutes on average [1]. Comprehensive research has been performed studying those failures [2]. The study by “Di Martino et al.” [3] have studied failures in the Cray supercomputer Blue Waters during 261 days, reporting that 1.53% of applications running on the machine failed because of system-related issues. The cost for electricity within this period that could have been avoided by introducing appropriate fault tolerance mechanisms in the applications, was estimated to be almost 0.5 million dollars. Future exascale systems will have tens of thousands of nodes and millions of cores, and they are expected to present high failure rates due to their scale and complexity. Following the taxonomy of Avižienis and others [4]–[6], faults such as physical defects, cause incorrect system states (i.e. errors). An error may lead to a failure when it causes the incorrect service of the system, i.e., an incorrect system’s functionality and performance that can be externally perceived. Corrupted memory regions are among the most common root causes of failures, and various studies are focusing on DRAM and SRAM faults [7], [8]. Memory faults can be classified as hard errors, when bits are repeatedly corrupted due to a physical defect (e.g. bits permanently at “0” or “1”), and soft errors, which transiently corrupt bits [9]. Depending on whether memory errors can be detected and/or corrected, they are commonly classified in detectable correctable error (DCE), detectable uncorrectable error (DUE), and silent data corruption (SDC). DCEs are managed by the hardware and are oblivious to the applications. DUEs can lead to the interruption of the execution, while SDCs can lead to a scenario in which the application returns incorrect results but the user might not be aware of it. Most modern systems employ hardware mechanisms such as ECCs, parity checks or Chipkill-Correct ECC against data corruption in order to prevent SDCs and reduce DUEs [10]. The study by the Di Martino et al. study [3] shows the value of those protection mechanisms reducing failures in large supercomputers. However, even though the number of DUEs over the total machine check events is low, they still represent around 6.34% of the hardware errors leading to single/multiple node failures. Data also shows how GPU memory is 100 times more sensitive to uncorrectable errors because only ECC protection is used (i.e., no Chipkill). Therefore, software techniques are necessary to reduce the overhead caused by the remaining DUEs, which otherwise will trigger fail-stop failures.

Long-running scientific applications need to use software fault tolerance techniques to ensure their successful completion. Most popular parallel programming models, such as MPI, lack fault tolerance support and a fail-stop failure in one of the MPI processes results in the termination of the entire application. Traditional fault tolerant solutions for these applications rely on checkpoint/restart mechanisms: the application state is periodically saved into checkpoint files that allow the restart into intermediate states of the execution in case of failure. However, in this scheme all the running processes are terminated and need to be re-initialized and restarted. For large applications with several tens of thousands of processes, this can introduce high overheads. More efficient solutions can be implemented. Software mechanisms can prevent soft errors from causing fail-stop failures, and alternatives to coordinated rollback can be used to get the application to a global consistent state after a memory corruption. This is the case of local and/or forward recovery protocols.

Increasing the locality of the recovery process, i.e. restricting the resiliency actions to a subset of the application
processes, can reduce the failure recovery overhead. The same applies for forward recoveries, in which the application attempts to construct a new state to successfully continue the execution instead of using a previously checkpointed state and repeating computation already done, as in rollback strategies. In this work, we extend the Fault Tolerance Interface (FTI) [11] checkpointing library to facilitate the implementation of flexible resilience strategies for MPI applications that allow the handling of soft errors during run time. We evaluate these software extensions on three different benchmarks, implementing forward local recovery protocols that reduce the failure overhead by 14%.

The rest of this paper is structured as follows. Section II provides an insight into related work. The FTI extensions to support forward recovery are presented in Section III. The integration of these new functionalities on three HPC benchmarks is described in Section IV. The experimental evaluation of the tested benchmarks is presented in Section V. Section VI comments on the applicability of these extensions and the implementation of recovery techniques and finally, Section VII concludes this paper.

II. RELATED WORK

Checkpoint/restart techniques, such as [11]–[14], have been extensively studied in the past decades. These techniques usually target fail-stop failures, enabling the application’s restart when a failure causes the interruption of execution and recovering the computation from the most recent set of checkpoint files. In large scale applications, failures usually affect a small part of the computational resources being used, thus, terminating and re-initializing all the application processes imposes unnecessary performance penalties. The User Level Failure Mitigation (ULFM) [15] corresponds to the most recent effort for the inclusion of resilience capabilities in the MPI standard, enabling applications to detect and react to failures without stopping their execution. Several works have implement resilient applications using the ULFM features [16]–[22]. ULFM enables the deployment of different recovery strategies after repairing the communication environment when a failure hits the application, thus, avoiding the overheads of re-initializing the entire MPI application.

Detectable soft errors related to memory corruption may be handled by the application before triggering a failure, and hence, avoiding the interruption of the execution when they arise. Some of these techniques are based on redundancy [23]–[25]. Comparing the results of the replicas enables error detection, and error correction in the case of triple-redundancy. However, replication requires substantially more hardware resources which rapidly becomes prohibitively expensive.

Other approaches exploit the characteristics of the particular application/algorithm by implementing ad hoc recovery techniques, which can introduce significant performance benefits in the recovery process. Traditionally, checkpoint/restart relies on a backward recovery, in which all processes in the application rollback to a previous committed state, and repeat the computation done from that point on. Increasing the checkpointing frequency reduces the amount of computation to be repeated, decreasing the failure overhead but increasing the checkpointing overhead in terms of performance, storage and bandwidth. Forward recovery strategies attempt to build a new application state from which the execution can resume, without rolling back to a past checkpointed state and repeating all the computation already done, thus, significantly reducing the recovery overhead. This is the case of partial re-computation [26] (which is focused on limiting the scope of the recomputation after a failure), and Algorithm Based Fault Tolerance (ABFT) techniques. ABTF was originally introduced by Huang and Abraham [27] to detect and correct permanent and transient errors on matrix operations. The method is based on the encoding of data at a high level and the design of algorithms to operate on the encoded data. ABFT has been used in combination with disk-less checkpointing for its usage in matrix operations [28], [29], and it has been implemented on algorithms such as the High Performance Linpack (HPL) benchmark [30], Cholesky factorization [31], algorithms using sparse matrices and dense vectors [32], and tasks based applications [33]. Another key aspect of the recovery process is the locality, i.e. the number of processes not affected by the error that need to be involved in the recovery. Restricting the recovery actions to only those processes affected by the error, or a subset of the processes (i.e., for those scenarios in which the failed processes cannot recover on their own, and require the participation of neighbour processes) also contributes towards the efficiency of the fault tolerance solution.

Generally, in order to tolerate fail-stop failures, multilevel checkpointing APIs enable programmers to save a subset of the application variables in different levels of the storage hierarchy at a specific frequency (called the checkpoint frequency). However, ad hoc recoveries, such as ABFT, may require access to past values of variables that differ from the ones checkpointed, and may require to do so at a different frequency to cope with soft errors. This work builds on top of those strategies exploiting the particularities of the application to boost the recovery and aims to provide a generic and intuitive way for applications to implement ad hoc recovery strategies. In particular, these new extensions are added to the FTI library in order to provide the necessary flexibility to facilitate the implementation of custom recovery mechanisms.

III. EXTENSIONS FOR LOCAL/FORWARD RECOVERY

HPC applications that use any type of fault tolerance usually focus on fail-stop failures which terminate the execution of one or several processes running the application. The most widely used technique is checkpoint/restart, which enforces a global coordinated rollback to the last checkpoint upon a failure. Soft errors (i.e., errors affecting/corrupting part of the data in a non-permanent fashion) are usually handled in the same way. When a soft error is detected, the recovery process is determined by how the application has been protected against it. No protection will force the complete re-execution of the application from the beginning. Protecting the application with checkpoint/restart enables the recovery from the last
We provide a framework that allows developers to exploit the characteristics of their MPI applications in order to achieve a more efficient resilience strategy against soft errors. We leverage the FTI library [11] with an extended API for this purpose. FTI is an application-level multilevel checkpointing library that provides fault tolerance support by adding instrumentation blocks in the application code for: (i) marking those variables necessary for the recovery for their inclusion in the checkpoint files using the FTI_Protect routine, and (ii) inserting the FTI_Snapshot function, which is inserted in the main loop of the application, has been modified to check for soft error status at a user defined interval. The default soft error detection mechanism is global, involving all processes running the application. However, the programmer may also implement a custom detection mechanism in which only a subset of the application processes detect the soft error, i.e., scenarios in which the application processes are divided in groups, and only those in the group of the failed peer need to participate in its recovery.

Techniques such as forward recovery or ABFT most commonly focus on regenerating the affected data using local information, therefore in this work we focus on the first scenario, in which data can be recovered locally.

In most situations the regeneration of the protected variables will imply accessing data from a past state of the computation. The extended API function FTI_RecoverLocalVars() recovers only a subset of the checkpointed variables for the calling process from its last checkpoint. This is a non-collective function, thus it can be called by only a subset of the processes (for completely local recoveries, only by the processes actually affected by the soft error). Relying on the data from the last checkpoint to implement an ad hoc local recovery is useful for some applications, however, this is not the general case. For instance, local forward recovery usually requires to use information from the current iteration which is not included in the last checkpoint (i.e., checkpoint frequency has a much coarser granularity). Let’s consider an iterative application in which a relevant amount of the data used by the algorithm can be protected against soft errors by using the values of some variables at the beginning of the last iteration. Those variables may not be needed to perform a global rollback when a fail-stop failure occurs. Thus, checkpointing them will lead to larger checkpoint files, and therefore, higher overheads. In addition to this, the ad hoc recovery will imply checkpointing at every iteration of the execution, which will be translated in most cases into an inadequate checkpointing frequency for the application. To prevent this situation, a fast memory-saving mechanism is provided. The FTI_MemSave() and FTI_MemLoad() routines perform a copy in-memory of a given variable and restore its contents, respectively. These routines allow the programmer to save only the subset of variables that are mandatory for the ad hoc recovery procedure, and to do so with the required frequency.

The flexibility of these new extensions to the FTI API enables developers to implement a more efficient recovery strategy exploiting the particular characteristics of the appli-

```c
void sig_handler_sigdue(int signo)
{
    FTI_RankAffectedBySoftError();
    /* Algorithm recovery code */
    [ ... ]
}

int main(int argc, char* argv[])
{
    /* Application initialization */
    [ ... ]
    signal(SIGDUE, sig_handler_sigdue);
    int ret=FTI_Snapshot();
    if (ret==FTI_SB_FAIL) {
        int* status_array;
        FTI_RecoverLocalVars();
        /* Algorithm recovery code */
        [ ... ]
        [ ... ]
    }
    [ ... ]
}
```

Fig. 1: Detection of a soft error.

checkpoint. This is inefficient because many of those soft errors could be tolerated without performing a global rollback, in which all processes running the application are recovered from the last checkpoint. Instead, they could be handled locally in a much more time and energy efficient way. Strategies such as ABFT allow the implementation of local-forward recovery, that exploit particularities of the application, to provide considerable performance boosts in the recovery process. In this work two types of soft errors are considered: i) DUEs, and ii) SDCs that are detected by software mechanisms [32], [34].

Those variables may not be needed to perform a global rollback when a fail-stop failure occurs. Thus, checkpointing them will lead to larger checkpoint files, and therefore, higher overheads. In addition to this, the ad hoc recovery will imply checkpointing at every iteration of the execution, which will be translated in most cases into an inadequate checkpointing frequency for the application. To prevent this situation, a fast memory-saving mechanism is provided. The FTI_MemSave() and FTI_MemLoad() routines perform a copy in-memory of a given variable and restore its contents, respectively. These routines allow the programmer to save only the subset of variables that are mandatory for the ad hoc recovery procedure, and to do so with the required frequency.

The flexibility of these new extensions to the FTI API enables developers to implement a more efficient recovery strategy exploiting the particular characteristics of the appli-
FTI is shown in Figure 3a. The call to FTI_Snapshot is located in the main loop. The only variables that need to be checkpointed by FTI are the array $p$ (pressure) and the loop index $n$. The other variables in Himeno are either initialized at the beginning of the execution and read-only ($a, b, c, wrkl, bnd$), initialized in each iteration to constant values, or merely depend on $p(n)$. When a soft error hits, the failed process can re-initialize the read-only variables locally at any point of the execution, as shown in Figure 3b.

For Himeno, data protected against soft errors correspond to the read-only variables, which account for 85% of the memory used by the benchmark, as it will be presented in more detail in Section V. Himeno does not need to memory-save any variable to tolerate soft errors. Also, none of the checkpointed variables (i.e., pressure) can tolerate a soft error through local forward recovery. The data protected against soft errors are read-only variables that can be regenerated without being saved or checkpointed.

B. CoMD

CoMD [36] is a reference implementation of classical molecular dynamics algorithms and workloads as used in Materials Science. It is created and maintained by The Exascale Co-Design Center for Materials in Extreme Environments (ExMatEx). Figure 4a presents the code instrumented with FTI. To tolerate fail-stop failures, FTI checkpoints the variables $nAtoms, gid, iSpecies, r, p, f$, and $iStep$.

In contrast to the Himeno benchmark, there are no read-only variables within each timestep. However, some variables are read-only within each invocation of the computeForce method, which consumes around 93% of the total run time. These read-only variables can be protected against soft errors by memory-saving their contents before the invocation of the computeForce method, and replacing the default error handler with a custom one within the scope of this function. Within the error handler (shown in Figure 4b), their value will be set to those valid when the method was invoked. In CoMD, the protected variables that can be regenerated are both memory-saved and checkpointed.

C. TeaLeaf

TeaLeaf [37] is a mini-app from the mantevo project that solves the linear heat conduction equation. Pawelczak et al. have implemented ABTF for TeaLeaf [32] as an alternative method of protecting sparse matrices and dense vectors from data corruptions, which can be combined with this proposal to obtain a fast local forward recovery upon a soft error corrupting the protected variables.

A simplified overview of the benchmark code instrumented with FTI is shown in Figure 5a. A CG (Conjugate Gradient) solver is performed within each step of the main loop. Most of the variables are initialized for each CG solver run. Therefore, locating the checkpoint call in the most external main loop avoids checkpointing all the internal data of the CG solver, reducing the checkpointed data by 87% (and its overhead) while providing an adequate checkpointing frequency. To tolerate fail-stop failures, only the main loop index and the density and energy arrays need to be checkpointed.

There are read-only variables within a CG solver that are initialized using the local density array. These read-only variables can be protected against soft errors: they can be regenerated using the version of the density array when the CG solver was invoked. Figure 5b shows the error handler for TeaLeaf to regenerate those read-only variables. The handler can be invoked at any time during the CG solver execution, thus, the density array may have been modified. In order to preserve the density array, it is copied to a temporary
variable. Then, the protected variables are generated using the `density` array that was memory-saved on invocation. In contrast to CoMD, in TeaLeaf not all the checkpointed variables are memory-saved, and none of the checkpointed or memory-saved variables can be regenerated upon a soft error.

V. EXPERIMENTAL EVALUATION

The experimental evaluation was performed in the CTE-KNL cluster at the Barcelona Supercomputing Center (BSC-CNS), based on Intel Xeon Phi Knights Landing processors, a Linux Operating System and an Intel OPA interconnection.
TABLE I: Weak scaling configurations and baseline run time.

<table>
<thead>
<tr>
<th>APP</th>
<th>NbPROC</th>
<th>PARAMETERS</th>
<th>RUN TIME (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIMENO</td>
<td>64</td>
<td>gridsize:513x2049x1025</td>
<td>498.54</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>gridsize:1025x1025x2049</td>
<td>501.92</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>gridsize:2049x2049x1025</td>
<td>502.61</td>
</tr>
<tr>
<td>CoMD</td>
<td>64</td>
<td>y=x=128, z=256, N=100</td>
<td>561.69</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>y=x=128, z=256, N=100</td>
<td>582.10</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>y=x=256, z=256, N=100</td>
<td>591.66</td>
</tr>
<tr>
<td>TeaLeaf</td>
<td>64</td>
<td>cells:3000x3000, timesteps=20</td>
<td>256.71</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>cells:6000x3000, timesteps=20</td>
<td>482.70</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>cells:6000x6000, timesteps=20</td>
<td>765.25</td>
</tr>
</tbody>
</table>

TABLE II: Memory characterization of the tested benchmarks.

<table>
<thead>
<tr>
<th></th>
<th>Used memory (% available)</th>
<th>Ckpt’d memory (% used)</th>
<th>Memory-saved memory (% used)</th>
<th>Protected memory (% used)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIMENO</td>
<td>64p 82.03</td>
<td>7.14</td>
<td>0.00</td>
<td>85.71</td>
</tr>
<tr>
<td></td>
<td>128p 82.03</td>
<td>7.14</td>
<td>0.00</td>
<td>85.71</td>
</tr>
<tr>
<td></td>
<td>256p 82.03</td>
<td>7.14</td>
<td>0.00</td>
<td>85.71</td>
</tr>
<tr>
<td>CoMD</td>
<td>64p 10.92</td>
<td>89.24</td>
<td>62.42</td>
<td>62.42</td>
</tr>
<tr>
<td></td>
<td>128p 10.90</td>
<td>89.29</td>
<td>62.46</td>
<td>62.46</td>
</tr>
<tr>
<td></td>
<td>256p 10.92</td>
<td>89.24</td>
<td>62.42</td>
<td>62.42</td>
</tr>
<tr>
<td>TeaLeaf</td>
<td>64p 1.05</td>
<td>13.88</td>
<td>6.94</td>
<td>51.37</td>
</tr>
<tr>
<td></td>
<td>128p 1.05</td>
<td>13.88</td>
<td>6.94</td>
<td>51.37</td>
</tr>
<tr>
<td></td>
<td>256p 1.05</td>
<td>13.88</td>
<td>6.94</td>
<td>51.37</td>
</tr>
</tbody>
</table>

Each node of the cluster has one Intel(R) Xeon Phi(TM) CPU 7230 @ 1.30GHz 64-core processor, 94 GB of main memory with 16 GB high bandwidth memory (HBM) in cache mode, and 120 GB SSD as local storage. The technique proposed in this work leverages all four storages levels efficiently: HBM in cache mode is used to store the computation variables, the main memory is used to store the extra data necessary for the local forward recovery, the SSDs are used to store the multilevel checkpoint files and the file system is used to store checkpoints required to comply with batch scheduler limitations (i.e., 24-48 hours jobs).

In order to quantify the results we determined the relative overheads introduced by our modifications with respect to the original code. The measurements are performed by increasing the number of processes while keeping the problem size per process constant (i.e., weak scaling). The parameters used for each experiment are given in Table I, together with the original completion run times without any FTI instrumentation. For statistical robustness, we ran the experiments multiple times. Thus, both in the table and in the rest of this section, each reported number corresponds to the mean of ten executions.

A. Memory Characterization

First, we characterize the memory footprint of the benchmarks in Table II. The table reports as Used memory the percentage of memory used by the application in comparison to the available memory, that is, the total memory available in the running nodes. Additionally, the table presents (i) the percentage of the used memory that needs to be checkpointed, (ii) the percentage of the used memory that needs to be Memory-saved using the new FTI extensions, and (iii) the percentage of the used memory that is Protected, i.e., that can be recovered from memory corruptions.

As observed, Himeno is the benchmark with the largest amount of used memory (82.03% of the total memory that is available) which was expected as Himeno is a memory bounded benchmark. In contrast to that, CoMD and TeaLeaf only use a small fraction of the available memory. Most molecular dynamic applications such as CoMD have small memory footprint. On the other hand, TeaLeaf is a sparse-matrix computationally-bounded benchmark, which explains its reduced memory consumption. All in all, these three benchmarks give us a wide spectrum with significantly different memory usages to analyze the impact of the proposed resilience schemes in deep-memory hierarchies.

The checkpointed datasets are also heterogeneous across the different testbed benchmarks. Himeno checkpoints 7.14% of the used memory which corresponds to aggregated checkpoint file sizes varying between 5.51GB and 22.03GB when increasing the number of processes. CoMD generates checkpoint file sizes ranging between 9.16GB and 36.65GB as the benchmarks scale out, which correspond to checkpointing around 89.3% of the used memory. Finally, TeaLeaf checkpoints 13.88% of the used memory, and generates the smallest checkpoint file sizes of the testbed benchmarks, which range between 0.14GB and 0.55GB. This shows that not all the data used by the benchmarks needs to be checkpointed to perform a successful global rollback after a failure, and accounts for significantly different checkpointing overheads.

Another relevant difference between the three benchmarks is the memory footprint of the forward recovery strategy (the data that is memory-saved) and the protection coverage that is achieved by doing so. The table reports both quantities (Memory-saved and Protected data) as the percentage of the used memory. As commented before, a memory corruption on the protected data is tolerated using the local forward recovery strategies described in Section IV, while corruptions on other datasets will lead to a global rollback from the last checkpoint. The potential benefits of this technique will be defined by the amount of protected, memory-saved, and checkpointed data; as well as by the amount of computation that needs to be repeated when doing a global rollback. Scenarios in which a large protection coverage at low cost (i.e. small amounts of memory-saved data) can introduce important performance benefits in the recovery upon a soft error, and, thus, in the total execution run time. This scenario in which a large amount of data can be regenerated from a small portion of memory-saved data is ideal, however it is not always the case. The testbed benchmarks cover very different scenarios regarding protected and memory-saved data. For the Himeno benchmark, we can protect 85.71% of the used data without needing to memory-save any variables, thus, at no cost. In the case of CoMD, we can protect 62.42% of the application data from soft errors by memory-saving the same...
amount of data, which accounts for datasets 30% smaller than the checkpointed data. Finally, for TeaLeaf, 51.37% of the used data is protected by memory-saving only 6.94% of the datasets, which corresponds to half of the checkpointed data.

The next sections evaluate the overheads of the local forward recovery implementation in the fault-free execution and study the benefits obtained when recovering from soft errors.

B. Overhead in the Absence of Failures

This section studies the overheads introduced in the fault-free execution. Figure 6 shows the relative overheads with respect to the original execution run times (reported in Table I) for three different experiments. Firstly, FTI-instrumented experiments measure the performance penalty that is introduced by the calls to the FTI library added to the application code, but neither checkpointing nor memory-saving any dataset. The relative instrumentation overhead is low, on average, 0.66% and always below 1.77%.

Secondly, we study the overhead introduced when checkpointing for a global rollback. The Checkpointing experiments generate checkpoint files at the optimal frequency, calculated as defined by Young [38] and Daly [39]. These experiments show the overhead that is introduced when checkpointing to tolerate fail-stop failures, enabling a global rollback recovery after a failure. The relative checkpointing overhead is, on average, 5.92% and never exceeds 14.88%. This overhead is tied to the checkpoint file size (i.e., the time writing the data) and the synchronization cost that is introduced by the coordinated checkpointing provided by FTI. For TeaLeaf, the overheads are sometimes negative, as the instrumentation modifies the application code, the compiler’s optimizations (and their benefit) may differ.

Lastly, Checkpointing+Memory-saving experiments study the overhead introduced when not only checkpoints are taken but also the necessary datasets are memory-saved. Thus, allowing the recovery using a global rollback upon a fail-stop failure and enabling the usage of the local forward recovery when a soft error hits any of the protected variables. In these experiments, checkpointing is performed at the optimal checkpointing frequency, while memory-saving data is performed at every iteration of the main loop of the application. The overhead introduced by the memory-saving operations is negligible, and the cost of the in-memory copy accounts for an increase over the checkpointing overhead of, on average, 0.57%, and always below 2.36%. As we see in Figure 6, Himeno does not incur any extra overhead because no data is memory-saved. On the other hand, for CoMD and TeaLeaf the local forward recovery strategies described in Section IV require a memory copy of a subset of the application data in every iteration for the regeneration of the protected variables.

C. Overhead in the Presence of Failures

This section compares the performance upon errors of the global rollback recovery and the local forward recovery. In these experiments, a soft error is introduced when approximately 75% of the execution has been completed by signalling one of the processes running the benchmark. In the local forward recovery, the affected process handles the signal and recovers from the soft error to continue the execution, as depicted in Section IV. On the other hand, in the global rollback the soft error triggers a fail-stop failure, the signal terminates the execution and a global restart takes place, recovering all the processes running the benchmark from the most recent available checkpoint file.

Figure 7 presents the overheads introduced when handling the failure with each strategy. The overheads are calculated as the difference between the original execution run times (reported in Table I) and the run times when introducing a soft error. Thus, the overheads correspond to the extra time consumed by each proposal in order to tolerate the error. Additionally, Table III details the reduction in the failure overhead that the local forward recovery achieves over the global rollback, both in absolute and relative terms.

On average, the reduction corresponds to 7.38% of the execution time, with a maximum of 14.01% for CoMD. Note that this reduction is determined by two factors: the size of the checkpoint files and the amount of re-computations that has to be performed. For Himeno and CoMD, the reduction in the overhead increases as more processes run the benchmarks.

Fig. 6: Relative overheads in a fault-free execution with respect to benchmarks original run times.

Fig. 7: Relative overheads when introducing a failure with respect to benchmark original run times.
TABLE III: Reduction in the overhead when using the local forward recovery instead of the global rollback upon a soft error: absolute value (in seconds) and percentage value (normalized with respect to the original execution run time).

<table>
<thead>
<tr>
<th>NPROCS</th>
<th>HIMENO</th>
<th>COMD</th>
<th>TEALEAF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reduction</td>
<td>Reduction</td>
<td>Reduction</td>
</tr>
<tr>
<td></td>
<td>in the overhead: seconds [%]</td>
<td>in the overhead: seconds [%]</td>
<td>in the overhead: seconds [%]</td>
</tr>
<tr>
<td>64</td>
<td>17.95 [3.60%]</td>
<td>75.75 [13.49%]</td>
<td>17.65 [6.88%]</td>
</tr>
<tr>
<td>128</td>
<td>29.06 [5.79%]</td>
<td>77.01 [13.23%]</td>
<td>7.07 [1.46%]</td>
</tr>
<tr>
<td>256</td>
<td>37.51 [7.46%]</td>
<td>82.91 [14.01%]</td>
<td>3.93 [0.51%]</td>
</tr>
</tbody>
</table>

On the other hand, for TeaLeaf, the reduction decreases when scaling out, because when using the optimal checkpointing frequency, the amount of computation to be repeated in the global rollback decreases, e.g. in the 256 processes experiment a checkpoint is taken in every iteration and barely no computation is repeated when rolling back. The local forward recovery avoids that all processes read the checkpoint files at the same instant, as it occurs in a global rollback recovery. More importantly, it avoids rolling back the processes running the application, avoiding the repetition of computation already done, and, therefore, reducing the failure overhead.

VI. Discussion

The new functionalities introduced on FTI enable the implementation of ad hoc recovery techniques to improve the performance when tolerating soft errors in MPI applications. The usage of these new extensions does not disturb the operation of traditional checkpoint/restart to handle any other type of failures by means of a global rollback to the last valid set of checkpoint files. The evaluation of these new functionalities was done implementing local recovery strategies on three different benchmarks. In all of them, read-only data is protected against soft errors in the scope of functions that consume most part of the execution run time, and the protected data account for an important part of the memory used by the application, thus, providing a good coverage ratio. In order to provide this protection, one benchmark does not need to memory-save any data, while the other two do so: in one, the amount of memory-saved and protected data are the same, while in the other one the protected data is 7.4 times larger than the memory-saved data. In all cases, any process can recover locally from the soft error corrupting the protected data by re-initialize/regenerate it. The protection of read-only data has been proved to reduce the failure overhead. In addition, using algorithm specific knowledge, the protection coverage can be extended to other datasets, not necessarily read-only, which will introduce further reduction in the recovery overhead. Table IV summarizes the programming effort of this protection coverage introduces in the testbed benchmarks. The table reports the numbers of lines of code that are added to each benchmark to obtain global rollback support with FTI, and to extend the fault tolerance support with an ad hoc recovery to manage soft errors.

Although this approach requires that the user identifies the read-only variables in the computationally most expensive parts of the applications, the benefits in the recovery of soft errors affecting the protected variables can be important, and these type of variables can represent an important fraction of the data used by HPC applications. In addition, as this is a static analysis of the application code, it could be automatically done by a compiler.

In order to quantify the performance benefits that this technique can offer in production environments, we have modelled (i) the overhead introduced when all failures are managed by global rollback, and (ii) the overhead when those failure originated from soft errors that can not be corrected by hardware mechanisms, i.e. uncorrectable errors (UEs), are managed by ad hoc recoveries. The overall relative overheads of the global rollback and the ad hoc recovery are estimated as follows (notations detailed in Table V):

\[
O_{Global} = \text{Checkpointing} + \text{Restart}(F_1) + \text{Recompute}(F_1) \\
O_{AdHoc} = \text{Checkpointing} + \text{Restart}(F_nDUE) + \text{Recompute}(F_nDUE) + \text{ExtraAH} + \text{RecoveryAH}(F_{DUE})
\]

The different terms in the equations (1) and (2) are defined as follows:

\[
\text{Checkpointing} = 100 \cdot \frac{C_{cost}(W_{rbw}) \cdot N_{ckpts}}{R_{time}} \\
\text{Restart}(F) = F \cdot \frac{C_{cost}(R_{bw})}{R_{time}} \\
\text{Recompute}(F) = F \cdot \frac{C_{int}/2}{R_{time}} \\
\text{RecoveryAH}(F) = F \cdot \frac{\text{Recompute}(1) + \text{Recompute}(1)}{\text{Reduction\_factor}}
\]

The checkpoint cost, interval, number of checkpoints, and number of failures and number of failures are denoted as:

\[
C_{cost}(bw) = \frac{C_{size}}{bw}, \quad C_{int} = \sqrt{2 \cdot MTBF \cdot C_{cost}(W_{rbw})} \\
N_{ckpts} = \frac{R_{time}}{C_{int}}, \quad F_1 = \frac{R_{time}}{MTBF}, \quad F_{DUE} = \frac{R_{time}}{MTBF}, \quad \%_{DUE} = 100 \\
F_nDUE = F_1 - F_{DUE}
\]

Finally, the simplified equations used to calculate the relative overhead are to the following ones:

\[
O_{Global} = 100 \cdot \frac{C_{size}}{W_{rbw} \cdot C_{int}} + 100 \cdot \frac{C_{size}}{R_{bw} \cdot MTBF} + \frac{100 \cdot C_{int}}{2 \cdot MTBF} \\
O_{AdHoc} = 100 \cdot \frac{C_{size}}{W_{rbw} \cdot C_{int}} + \frac{\%_{DUE} \cdot C_{size}}{R_{bw} \cdot MTBF} + \frac{\%_{DUE} \cdot C_{int}}{2 \cdot MTBF} + \text{ExtraAH} + \frac{\%_{DUE} \cdot C_{size}}{MTBF} + \frac{\%_{DUE} \cdot C_{int}}{2 \cdot R_{bw} \cdot \text{Reduction\_factor}}
\]

TABLE IV: Original number of lines of code (LOCs) and extra lines of instrumentation code to obtain fault tolerance support for global rollback and for global rollback combined with ad hoc recovery for soft errors.
The benefit of the proposal is estimated as the reduction in the relative overhead when incorporating the ad hoc recovery ($O_{Global} - O_{AdHoc}$) to tolerate DUEs (while every other failure is tolerated using a global rollback). Figure 8 shows this gain for different MTBF and different percentage of DUEs over the total number of failures. The simulation fixes the checkpoint file size (200GB per node and using 128 nodes), and the I/O bandwidth (0.5GB/s for reading, and 80% of that performance for writing using local SSD). The positive values of the reduction in the relative overhead are represented in log scale. Even though a performance penalty is introduced by the ad hoc recovery in systems with large MTBFs and a low percentages of DUEs, the extra overhead introduced is very low (less than 0.6%). On the other hand, the performance benefit is notable for other parameters configurations, specially for low MTBF, which are expected in the exascale era. Although memory protection mechanisms (e.g., ECC Chipkill) contribute to keep the rate of UEs low, new hardware devices such as GPUs and FPGAs are more prone to suffer this type of errors as they still do not implement all those technique in their products.

All in all, these extensions to the FTI library do not impose a particular strategy for the management of soft errors. Their flexibility enables the programmer to adapt the recovery strategy to the algorithm and to the mathematical and/or domain-specific properties of the underlying problem that the code is modelling. These strategies would require a more extensive knowledge of the application and its domain, and can introduce some programming overhead if the user is not familiar with the application code. Alternative recovery techniques may include the regeneration of the corrupted datasets by means of re-computation, for instance, to obtain a good enough approximation of a partial result by using non-corrupted and/or memory-saved datasets. Although the most efficient recovery techniques most probably would correspond with those in which the processes affected by a soft can recover locally, this proposal is not restricted to this layout. In other scenarios, processes may need to use information from remote peers, requesting the participation of other neighbour processes in the recovery from a soft error. The goal of these FTI extensions is to facilitate the catching and handling of error signals, to free the user of the duties of saving and restoring data in the applications at different frequencies and to allow the easy extraction of partial information from the checkpoint files in order to leverage from local forward recovery strategies.

VII. CONCLUDING REMARKS

This work presents the extension of the FTI checkpointing library to facilitate the implementation of ad hoc recovery strategies for HPC applications, to provide protection against those soft errors that cannot be corrected by hardware mechanisms. The new functionalities provide programmers different mechanisms to save and access data from a past state of the computation, without requiring it to be checkpointed nor imposing restrictions on the saving frequency. The flexibility of the extensions enables the implementation of more efficient recoveries by exploiting the particular characteristics of the application over a wide range of scenarios, while still being compatible with multilevel checkpoint/restart. These extensions have been evaluated on three different HPC benchmarks to implement a local forward recovery. In those benchmarks, a relevant part of the application data is protected against soft errors by taking into account the particularities of each algorithm. The experimental evaluation demonstrates the low overhead introduced by the proposal, while it provides important performance benefits when recovering from soft errors.

The usage of these new features in combination with a more sophisticated knowledge of the algorithm particular characteristics will allow the implementation of recovery protocols with further performance benefits.

Future work includes the application of these new extensions to Monte Carlo applications and Genetic Algorithms (among others), in which memory corruptions over random data can be regenerated on the fly.
ACKNOWLEDGEMENTS

This project has received funding from the European Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant agreement No 708566 (DURO). This research is also supported by the Ministry of Economy and Competitiveness of Spain and FEDER funds of the EU (Projects TIN2016-75845-P and the predoctoral grant of Nuria Losada ref. BES-2014-068066), and by the Galician Government (Xunta de Galicia) under the Consolidation Program of Competitive Research (ref. ED431C 2017/04).

REFERENCES


