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ABSTRACT
Methods for processing and analyzing DNA and genomic data are
built upon combinatorial graph and string algorithms. The advent
of high-throughput DNA sequencing is enabling the generation of
billions of reads per experiment. Classical and sequential algorithms
can no longer deal with these growing data sizes - which for the
last 10 years have greatly out-paced advances in processor speeds.
To process and analyze state-of-the-art genomic data sets require
the design of scalable and efficient parallel algorithms and the use
of large computing clusters.

Here, we present our distributed-memory parallel algorithms for
indexing large genomic datasets, including algorithms for construc-
tion of suffix arrays and LCP arrays, solving the All-Nearest-Smaller-
Values problem and its application to the construction of suffix trees.
Our parallel algorithms exhibit superior runtime complexity as well
as practical performance compared to the state-of-the-art. Further-
more, we present our work on distributed-memory algorithms for
clustering de-bruijn graphs and its application to solving a grand
challenge metagenomic dataset.

1 DISTRIBUTED STRING INDEXING
Basics
The Suffix Tree (ST) of a string S is a (compacted) trie of all the
suffixes of S . For a given string S of length n, its Suffix Tree can
be constructed in O(n) time [20]. Once constructed, the Suffix tree
allows identification of all occurrences of a pattern P in S in O(|P |)
time and independent of n, given that the alphabet size is constant.
Since their inception in the early 1970’s, suffix trees have become
the most widely used string indexing structure, with various ap-
plications such as approximate pattern matching, identification of
longest common substrings, finding maximal suffix-prefix overlaps,
data compression, and many more [6].

A Suffix Array (SA) is an array containing the lexicographically
sorted order of all suffixes of a string, and as such, compactly rep-
resents the leafs of a Suffix Tree. Manber and Myers first intro-
duced suffix arrays as a space-efficient alternative to suffix trees
[13], and showed how to use suffix arrays for exact pattern match-
ing in O(|P | logn) time, and when used in conjunction with the
Longest Common Prefix (LCP) array in O(|P | + logn) time, i.e., at
the additional cost of O(logn) compared to suffix trees. Sequential
algorithms for constructing suffix arrays are abundant. Puglisi et
al. give a good survey of the various approaches [17]. Suffix arrays
can also be constructed in linear time. Interestingly, direct linear
time algorithms that avoid suffix trees as an intermediary step were
invented only in 2003 [10, 12].

Suffix arrays are often used in conjunction with Longest Common
Prefix (LCP) arrays. The LCP array simply records the length of the
longest common prefix between every pair of consecutive suffixes
in the suffix array. Abouelhoda et al. showed that suffix arrays
combined with LCP arrays can support a majority of operations
supported by suffix trees [1]. The LCP array can be constructed
either during the construction of the suffix array [10, 13], or from a
given suffix array in linear O(n) time [11].

Motivation
Much recent work on suffix arrays and trees is motivated by their
ubiquitous presence in computational biology applications. The
advent of high-throughput DNA sequencing is generating billions
of short reads per experiment, necessitating the design of parallel
algorithms.

It is particularly challenging to parallelize linear time sequen-
tial algorithms in distributed memory, owing to the difficulty in
designing communication-efficient algorithms that can mask com-
munication time effectively with such low computational cost. Nev-
ertheless, distributed-memory construction of suffix arrays and
trees is an important problem because a) memory issues preclude
sequential construction for large data sets, particularly given the
size of a tree is significantly larger than the original string by an
order of magnitude or more, and b) it is a necessary first step to
parallelize the myriad applications that use suffix arrays or trees.

Contributions
In this work, we present provably and practically efficient dis-
tributed memory algorithms for constructing Suffix Arrays, LCP
arrays, and Suffix Trees. In contrast to most previous work, in
our approach the O(n) input, output, and all working data is fully
distributed and split onto p processors, such that every processor
requires at most O(np ) memory. This is particularly important as
most works have focused on parallelizing compute time while as-
suming each processor has a copy of everything, severely limiting
their scalability when used in practice.

Distributed Suffix Array Construction. We present parallel algo-
rithms for distributed memory construction of Suffix Arrays and
Longest Common Prefix (LCP) arrays that simultaneously achieve
good worst-case run-time bounds and superior practical perfor-
mance. We published this work at Supercomputing 2015 [3].

Our algorithm provides a worst case run-time guarantee of
O(Tsor t (n,p) · log(n)) where Tsor t (n,p) is the run-time of paral-
lel sorting. Additionally, our approach constructs the LCP array
alongside the suffix array, also in a fully distributed fashion.

We introduced several algorithm engineering techniques that
improve performance in practice. We provide an efficient, scalable
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implementation of our algorithm, which constructs the suffix and
LCP arrays of the human genome in 7.3 seconds on 1024 Intel
Xeon cores (64 nodes: 2x Xeon E5-2650, 128 GB RAM, QDR IB). We
reach speedups of over 110× compared to divsufsort [14], the fastest
sequential suffix array construction implementation, commonly
used as comparison [16] [18].

Suffix Tree Construction. Sequentially, the construction of suf-
fix trees takes linear time, and optimal parallel algorithms exist
only for the PRAM model. Recent works mostly target low core-
count shared-memory implementations but achieve suboptimal
complexity, and prior distributed-memory parallel algorithms have
quadratic worst-case complexity. We present a novel, efficient dis-
tributed memory algorithm for constructing the suffix tree for a
string given its suffix array and LCP array in O(np + p) time.

To do so, we introduced a novel generalization of the All-Nearest-
Smaller-Values (ANSV) problem and give an optimal algorithm to
solve this problem in distributed memory, minimizing overall com-
munication volume. Combining this with our work on constructing
suffix arrays [3] results in a parallel algorithm for constructing
the suffix tree from a given input string. Compared to previous
distributed memory algorithms, this yields superior theoretical
complexity as well as practical performance. We demonstrate the
construction of the suffix tree for the human genome given its suf-
fix and LCP arrays in under 2 seconds on 1024 Intel Xeon cores.
Furthermore, we demonstrate that our MPI based implementation
performs better in shared memory than state-of-the-art shared
memory algorithms, and can scale to a large number of cores in
distributed memory. We published this work at IPDPS 2017 [4].

All-Nearest-Smaller-Values. Given a sequence of values, solving
the All-Nearest-Smaller-Values (ANSV) problem requires finding
for each element the first smaller element to the left (or right). A
number of problems can be reduced to theANSV problem, including
merging of two sorted sequences, monotone polygon triangulation,
Cartesian tree construction, and parenthesis matching [2, 7]. Thus,
while we present our parallel algorithm for the ANSV problem to
facilitate construction of suffix trees, it is a problem worth studying
in its own right and our algorithm can be used in these and many
other applications.

2 DISTRIBUTED CONNECTED COMPONENTS
The Grand Challenge Iowa corn soil metagenomic data set se-
quenced at the Joint Genome Institute contains 1.8 billion sequenc-
ing reads [15]. The corresponding de-Bruijn graph consists of ap-
proximately 135 billion vertices and edges, too large for any as-
sembler to assembly directly. Howe et al. [8] discovered that the
high species level heterogeneity in metagenomic data sets leads to
a large number of disjoint connected components in the de Bruijn
graph. This property can be exploited to partition the reads into
disjoint sets and assemble each set independently.

Motivated by this application, we developed a distributed mem-
ory parallel connected components algorithm, making use of iter-
ative sorting of an edge list graph format and merging of neigh-
boring or overlapping components, as well as a neighbor doubling
approach similar to the pointer jumpingmethod used in list ranking.
We demonstrated the scalability of this algorithm by partitioning
the grand challenge Iowa corn soil Metagenomic data set with 1.8

billion reads, a graph with ≈ 135 billion edges and ≈ 390 million
components, in 22 minutes (previously 120h [8]) using 80 nodes (2
socket Xeon E5-2650) totaling 1280 cores [5].

Our algorithm showed promising results also for other types for
graphs. We continued this work by creating a hybrid approach be-
tween our Connected Components (CC) algorithm and distributed
memory Breadth-First-Search (BFS) [9]. We showed that using run-
time algorithm selection between BFS and our CC algorithm, the
hybrid method generalizes to diverse graph topologies and achieves
superior performance compared to the state-of-the-art MultiStep
method[19].
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